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Introduction 

The obvious way for workers in the health areas to 

become educated in relevant research is to read the health 

science literatures. However, an obstacle for the statistically 

unsophisticated is that empirical articles are littered with 

inferential statistics, such as t, F, Χ2, and so on that are used 

to arrive at values for p. In turn, p is crucial for null 

hypothesis significance testing (NHST). If p is below a 

threshold, generally set at 0.05 (p<0.05), the finding is 

deemed “significant,” with the strong implication that it 

should be published, believed, and taken seriously. In 

contrast, if p is above the threshold (p>0.05), the finding is 

unlikely to be published. Or if published, the reader is 

encouraged not to take the finding very seriously. An example 

of this is when researchers wish to collapse across groups, to 

gain statistical power for an upcoming analysis, and justify 

such collapsing based on a lack of a significant difference 

between the two groups on the dependent variable of interest. 

Unfortunately, this sort of dichotomous reasoning—

significant versus not significant—which most readers of 

health science literatures use, is problematic [1,2]. To aid in 

health science education, the present goal is to expose the 

problems so that health sciences workers and researchers are 

better able to evaluate findings reported in health science 

literatures.  

The Logical Problem 

Consider what p is. Under the assumptions of a statistical 

model, p is the probability of obtaining the finding (or a more 

extreme finding), given the null hypothesis (usually of no 

difference between the experimental and control conditions). 

And that is all it is. Thus, p is not the probability of 

replication, the probability of obtaining the finding by chance, 

the importance of the finding, and so on ([3] for a list of what 

p is not). Suppose a researcher obtains a small value for p 

(less than 0.05). The general tendency is to conclude that the 

null hypothesis is unlikely to be true. From the point of view 

of the logic of modus tollens, this may seem to make sense. 

 

 

 

To see this, imagine a syllogism such as the following. 

1. If the null hypothesis is true, the finding cannot happen 

{Major Premise} 

2. The finding happens {Minor Premise} 

3. Therefore, the null hypothesis is not true {Conclusion}  

The foregoing syllogism is logically valid and follows 

the ancient Greek form known as modus tollens. However, it 

is not sound because the major premise is generally untrue. 

That is, even if there is no difference between two 

populations, it nevertheless is possible to obtain the 

researcher’s finding.  

Let us rewrite the syllogism, taking probability into 

account.  

1. If the null hypothesis is true, the finding is unlikely to 

happen {Major Premise} 

2. The finding happens {Minor Premise} 

3. Therefore, the null hypothesis is not likely to be true 

{Conclusion}  

Although the new syllogism may seem logically valid, it 

is not, as modus tollens does not work with probability [4,5]. 

Unfortunately, there is no way to calculate the probability of 

the null hypothesis being true, given the finding, unless one 

knows the base rate probability of the null hypothesis, and the 

probability of the finding given that the null hypothesis is not 

true [5,6]. Both are problematic. How would one know the 

base probability of a hypothesis being true, prior to research? 

And how would one know the probability of the finding given 

that the null hypothesis is not true, when there is an infinitude 

of ways in which the null hypothesis can be false? The bottom 

line is that a low value for p fails to provide much information 

about the probability of the null hypothesis, given the finding. 

The commission of this “modus tollens error” is a major 

problem with using statistical significance to come to 

conclusions about hypotheses.  

An alternative to the modus tollens error, to see the 

logical problem with NHST, is to consider the “inverse 

inference error.” Consider the following bullet-listed 

questions. 

• What is the probability that someone is president of the 

USA, if that person is an American citizen? 
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• What is the probability that someone is an American 

citizen, if that person is president of the USA? 

Obviously, the answers to the two bullet-listed questions 

are very different; the low probability for the first bullet-listed 

question fails to support a low probability for the second 

bullet-listed question. If one were to conclude a low 

probability for the second bullet-listed question based on a 

low probability for the first, this would be an example of the 

inverse inference error; that is, making the inference that a 

low probability for event A, given event B, supports a low 

probability for event B given event A. Moving to significance 

testing, a low probability for the finding, given the null 

hypothesis, is not sufficient to justify the inverse inference of 

a low probability for the null hypothesis, given the finding.  

The Type I Error Way around the Logical 

Problem 

As Trafimow et al. described, there is a way of 

circumventing the foregoing logical issues (the modus tollens 

and inverse inference errors) [7]. It depends on the notion of 

Type I error, which is the error of wrongly rejecting the null 

hypothesis. The idea is to set a criterion level, and fail to 

reject the null hypothesis if the p-value comes in below the 

criterion, but to fail to reject it otherwise. This procedure 

ensures that one will only make the error of wrongly rejecting 

the null hypothesis—a Type I error—at an agreed-upon rate. 

In most contemporary journals in the health sciences, that rate 

is set at 0.05. Thus, by insisting that p comes in below 0.05 to 

reject the null hypothesis, researchers will wrongly reject the 

null hypothesis only 5% of the time.  

Although this solution answers the logical problem 

described in the foregoing section, it creates new problems 

([7] for a lengthy list). The most obvious problem is that there 

are other errors that can be committed, in addition to Type I 

errors. For example, one can fail to reject the null hypothesis 

when it is false. This is termed a Type II error. And there may 

be times when it is worse to commit a Type II error than to 

commit a Type I error. For example, suppose a researcher 

studies a mortal side-effect of a drug, commits a Type II error 

(fails to reject the null hypothesis), and thereby wrongly 

concludes that there is no mortal side-effect when there is one. 

This Type II error might be far worse than committing the 

Type I error (rejecting a true null hypothesis), wrongly 

concluding that that there is a mortal side effect. Which wrong 

conclusion is worse, failing to detect the mortal side-effect 

that is there or detecting a mortal side-effect that is not there? 

Likely, what is worse may depend on other factors such as the 

seriousness of the disorder, the success rate of the treatment, 

and so on. The larger point is that it sometimes is worse to 

commit a Type I error and it sometimes is worse to commit a 

Type II error, and setting a universal threshold level impedes 

researchers from adjusting the probabilities of Type I and 

Type II errors appropriately for the health context at hand.  

A way out might be to allow researchers to set their own 

rates. But variable thresholds would fail to control the 

probability of a Type I error across the health sciences, which 

was the way of circumventing the logical problems of the 

modus tollens error and the inverse inference error described 

earlier. One cannot have it both ways. There is no way to both 

control the Type I error rate across health science research and 

at the same time provide researchers with the flexibility to 

adjust Type I and Type II error rates to fit the contextual 

factors at play.  

Having Overestimates of Effect Sizes in Health 

Science Literatures 

There is a problem even direr than those already 

mentioned. To see the problem, consider a preliminary 

problem that, in some sense, significance is not very relevant 

because the effect size is much more important. To see this 

quickly, imagine a new medicine to cure dandruff that works 

for 87% of cases rather than the control medicine that only 

works 86% of the time, for an increase of 1%. Under typical 

sample sizes, this result likely would not be significant, but 

suppose that the researcher had a gigantic sample size, in 

which case the result could be significant. But significance 

does not indicate importance. The fact of the matter is that the 

effect size is so low, that even if it were statistically 

significant due to a gigantic sample size, it is not very 

meaningful. Thus, statistically sophisticated authorities have 

emphasized, and continue to emphasize, effect sizes rather 

than statistical significance [8,9]. This is a reason why top 

journals tend to require significance to demonstrate that the 

effect is there (though, as we have seen, significance does not 

accomplish this); but also require effect sizes to demonstrate 

importance.   

What often is underappreciated is that p depends on two 

things: size of the effect and size of the study. One can obtain 

statistical significance with a small study, providing the effect 

size is sufficiently large; or with a small effect size, providing 

the study is sufficiently large (as in the dandruff example). We 

already have seen how the latter can be problematic. 

However, most published research in health sciences is based 

on small studies where the obtained effect sizes were 

sufficiently large to result in significance. Is this problematic 

too? 

It is, but for a complex reason. The problem is the 

interaction of having a threshold for publication and 

regression to the mean. To see the interaction, it is necessary 

to understand how regression to the mean works. There are 

two classes of reasons for extremely low or extremely high 

scores on anything. These are systematic and random, and 

typically both apply. Keeping this in mind, suppose that an 

experiment results in a significant value for p (less than 0.05). 

Why did the low value occur? It could have occurred because 

the manipulation really works but it also could have occurred 

because the researcher was lucky in that study. When the null 

hypothesis is true, p-values are distributed uniformly between 

0 and 1, with a mean of 0.5. Thus, under the null hypothesis, 

even when a researcher obtains p<0.05, the best prediction for 

the p-value to be obtained in a replication experiment would 

be 0.5, rather than 0.05. The larger point to be made is that p-
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values have a sampling distribution, just like any other 

statistic. Thus, it is likely that at least some of the reason for 

an extremely low p-value is luck (the researcher happened to 

sample an atypically low value from the set of p-values that 

could have been sampled).  

Here is where the phenomenon of regression to the mean 

interacts with setting a threshold level for significance. 

Because it is necessary to beat the threshold level of p<0.05 to 

publish, it should be obvious that if replications were 

performed, many of the replications would fail to result in 

statistically significant findings. Of course, researchers often 

perform questionable research practices [10-13], but that is 

not the present point. The present point is that even if 

researchers were perfectly ethical in their statistical practices, 

the phenomenon of regression to the mean guarantees that 

replication p-values likely would be less extreme—they 

would regress to the mean. An empirical demonstration of this 

regression to the mean was obtained by the researchers in the 

Open Science Collaboration [14]. They found that well over 

60% of the replication studies resulted in failed replications, 

using statistical significance as the criterion.  

But matters get worse. Consider the point covered 

earlier, that under typical sample sizes, significance is largely 

determined by the effect size. But note that it is the sample 

effect size that determines the p-value, and not the population 

effect size (though the population effect size hopefully is 

reflected in the sample effect size). Why does this matter? 

Well, the statistical phenomenon of regression to the mean is 

crucial for effect sizes as well as p-values. Using a p-value 

threshold implies not only the publication of findings that pass 

the threshold, but also the publication of effect sizes 

sufficiently large to allow p-values to pass the threshold. In 

other words, we have a literature of published effect sizes that 

necessarily are overestimates of the expected effect sizes that 

would be obtained if each study were replicated many times 

with all of them being published. Again, the Open Science 

Collaboration [14] obtained empirical evidence of regression 

to the mean applied to effect sizes; the average effect size in 

the original cohort of studies was 0.403 whereas it was only 

0.197 in the replication cohort. Regression to the mean strikes 

again!   

The statistical fact that published effect sizes necessarily 

overestimate true ones has been the topic of much discussion 

lately, with some of the discussion even involving a 

suggestion that manuscripts be pre-approved so that 

publication would not depend on p-values passing a threshold 

[15-20]. Although a discussion of this issue is beyond present 

scope, the mere fact that people are having the discussion 

points to an increased recognition that NHST forces many 

published effect sizes to be dramatic overestimates of true 

ones.  

Confidence Intervals 

Many recognize the foregoing problems with 

significance testing, and have advocated that p-values and 

NHST be dropped in favor of confidence intervals ([21] for a 

review). The idea of a confidence interval is that the 

researcher uses the combination of the sample size, and the 

standard deviation, to compute a standard error. And it is the 

standard error that determines the size of the confidence 

interval. Note that the computation of p-values also depends 

on the standard error. Given that the mathematics are very 

similar, what makes confidence intervals better than 

significance tests? 

Well, that is not clear. For one thing, although 

sophisticated confidence interval aficionados do not advocate 

this, the typical use of confidence intervals in published 

literatures is as an alternative way to perform NHST. If the 

obtained sample statistic is within the confidence interval, the 

researcher fails to reject the null hypothesis, whereas if the 

obtained sample statistic is outside the confidence interval, the 

researcher does reject the null hypothesis. Used in this way, 

confidence intervals suffer from all the problems we described 

earlier in the context of NHST.  

Alternatively, confidence interval aficionados have 

argued that they can be used for parameter estimation. But 

this is highly questionable. To see the problem, suppose a 

researcher constructs a 95% confidence interval. The obvious 

interpretation is that the population parameter has a 95% 

chance of being in the interval. But this interpretation is plain 

wrong. The correct interpretation is that, if the experiment 

were performed many times, and confidence intervals 

constructed after each iteration, 95% of the various confidence 

intervals would enclose the population parameter. The 

problem is that knowing the probability of constructing a 

confidence interval enclosing the population parameter is not 

equivalent to knowing the probability of the population 

parameter being in the interval that happens to have been 

constructed by dint of any one study. The former can be 

known but the latter cannot. This is a subtle inverse inference 

problem not dissimilar from the one we faced earlier, when 

discussing making an inference from the probability of the 

finding given a hypothesis, to the probability of hypothesis 

given the finding. In summary, confidence intervals do not 

provide the probability that the population parameter of 

interest is within the interval. There is no way to know this. 

More generally, if one wishes to use a confidence interval for 

parameter estimation, it is not clear what the constructed 

confidence interval justifies about the degree of confidence 

the researcher can have that the parameter of interest is within 

the constructed interval.  

Random and Independent Sampling 

One requirement for both NHST and confidence 

intervals is random and independent sampling from a defined 

population [22]. In many cases, the population is not defined. 

In other cases, the population is defined, but vaguely. For 

example, the population might be people who suffer from 

anxiety. But what kind of anxiety? In what geographic 

location? What race or nationality? What income level? And 

even in the rare case where there is a reasonably precise 

definition of the population, there is almost never random 

sampling from it, where each person sampled is independent 

of each other person sampled. Rather, samples tend to be 
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those people whom the researcher can get, and not a random 

sample where every member of the population of interest has 

an equal chance of being chosen to participate in the study. If 

the assumptions are not met, and they rarely are even 

reasonably approximated, then it follows that, irrespective of 

the other issues described earlier, the significance tests or 

confidence intervals the researchers use cannot be trusted.  

Conclusion 

We have seen that it is logically invalid to use p-values 

to draw conclusions about the probabilities of hypotheses; it is 

desirable to avoid the modus tollens and inverse inference 

errors. A possible way out was to perform NHST with a 

threshold level, thereby controlling the Type I error rate. But 

this solution creates additional problems, such as inflexibility 

with respect to accounting for different contexts where Type I 

or Type II error may be more of a concern. There also is a 

problem with respect to the statistical phenomenon of 

regression to the mean. A substantial replication failure rate, 

for both p-values, and the effect sizes on which they are 

based, is a statistical inevitability due to regression to the 

mean. And a related statistical inevitability is the systematic 

overestimation of effect sizes in the published literatures. 

Although this is a statistical argument, it has been supported 

empirically by the Open Science Collaboration [14].  

Nor do confidence intervals solve the problem. When 

used the usual way, as an alternative way to perform 

significance tests, confidence intervals suffer from the same 

problems. And when used for parameter estimation, there is 

no way to know the probability that the parameter of concern 

is within a computed confidence interval. One is forced to 

make an inverse inference error about this probability from 

the probability of constructing a confidence interval that will 

enclose the population parameter. Thus, conclusions about the 

interval estimates are blatantly unfounded in logic.  

Finally, even if these problems were not so—and they 

are—NHST and confidence intervals depend on the 

assumption of random and independent sampling from a 

defined population. When are these assumptions met or even 

reasonably approximated?  

So how is a worker in one of the health science areas to 

become educated in relevant research by reading articles in 

health science literatures? There is no simple answer, but the 

following should help. The first point is not to take any 

significance tests or confidence intervals too seriously. Simply 

ignoring t, F, Χ2, and so on, and the significance tests or 

confidence intervals associated with these statistics, should 

make articles in the health science literatures more readable 

[23]. The second point is to pay much more attention to 

descriptive statistics [24]. In those cases where there are 

meaningful measures (e.g., blood pressure), the reader should 

think carefully about whether the obtained difference (a) 

would be likely to hold up in a replication experiment and (b) 

warrants being considered important, even under the 

assumption that it would hold up. A third—but related—point 

is that much attention should be paid to the sample size [25].

 Trafimow et al. [25,26] has demonstrated how insufficient 

sample sizes can importantly decrease the accuracy with 

which sample statistics estimate population parameters. 

Fourth, readers should not believe the implications of 

summary statements, such as “the medicine had a significant 

effect,” without first carefully considering the descriptive 

findings. The implication of the summary statement is that the 

researcher should believe that the medicine should be used 

whereas a careful perusal of the actual data might imply 

otherwise [27].  

There is a tendency for consumers of health science 

literatures to employ the dichotomous thinking of 

“significant” versus “not significant” to decide whether to 

take empirical findings seriously. Although this has the large 

advantage of simplifying matters, it is a bad idea. Hopefully, 

the present article shows some of the problems with such 

dichotomous thinking, and will aid consumers of health 

science literatures in coming to more valid conclusions based 

on careful investigations of the data. 
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